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Abstract 

Generation IV reactor structural materials will be exposed to high doses and temperatures 

during reactor operation that may lead to irradiation-induced degradation. This degradation will 

differ from that seen in light water reactors and therefore understanding mechanisms controlling 

material performance during irradiation is critical for evaluating viability of Generation IV 

nuclear reactor concepts. This chapter discusses irradiation effects and microstructural changes 

that affect mechanical properties and dimensional stability of Generation IV reactor materials.   

 

1. Introduction 

Structural materials in nuclear reactors are subjected to irradiation-induced degradation as 

irradiation creates a supersaturation of point defects leading to defect clusters unique to 

irradiation [1]. The aggregation of the defects and clusters produced during irradiation induces 
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complex microstructural features such as voids and dislocation loops, imbalanced segregation of 

alloy elements to sinks, radiation enhanced or induced precipitation of second phases, and 

formation of patterned structures. These radiation-induced microstructures affect the physical 

properties of materials. Commonly observed macroscopic consequences of irradiation are 

hardening, embrittlement, and dimensional changes (creep, swelling, and growth). Complexity of 

the microstructure and the challenges involved with characterization of these microstructures at 

the relevant micro- and nano-scales complicate establishing the relationship between 

microstructure and physical properties of the material. This chapter will concentrate on the 

microstructural changes that are responsible for mechanical property and dimensional 

degradation.   

In Generation IV reactors, the structural materials will be exposed to much higher 

irradiation dose and operated at much higher temperatures than in current light water reactors 

[2]. Figure 1 shows the operation temperature window and irradiation dose in displacement per 

atom (dpa) for different Generation IV nuclear reactor systems [1]. As a result, the radiation 

effects will be more pronounced in Generation IV reactor materials as compared to those in light 

water reactor materials. The main requirements for the materials to be used in Gen IV reactors 

include good dimensional stability under irradiation with stress (e.g., irradiation creep) or 

without stress (e.g., void swelling and irradiation growth), resilient mechanical properties (such 

as tensile strength, ductility, creep resistance, and fracture toughness) after ageing, and high 

degree of chemical compatibility with the coolant and the fuel. In regard to the chemical 

compatibility, the resistance to stress corrosion cracking and irradiation-assisted stress corrosion 

cracking (IASCC) is very important. These requirements have to be met not only under normal 

operation conditions but also under accident conditions. The combination of high temperature, 
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high irradiation doses, and chemically harsh environment poses a unique challenge to the 

performance of structural materials. Thus, understanding the microstructural evolution and the 

associated physical property changes is the key to designing radiation-tolerant materials in 

Generation IV reactors. 

This chapter will discuss the macroscopic and microscopic properties in Generation IV 

reactor materials, and the advances in characterization of irradiation-induced defects and in 

mesoscale modeling of irradiation damage. The majority of the examples provided are based on 

ferritic-martensitic (F-M) steels, even though they might not always be primary candidates for 

GEN IV reactors, but the reported defects and microstructural features are typical to other 

irradiated alloys, and F-M steels are used as an illustrative example. In some cases, comparisons 

will be made to austenitic steels to illustrate how differences in structure and alloy composition 

can cause large differences in radiation response.   

The rest of the chapter is divided into three sections. A brief description of the radiation 

effects in materials is provided in Section 2. For a detailed description of the various radiation 

effects in structural and functional materials, readers can consult reference [3], in which a much 

great level of details are provided in 5 volumes. In addition, Section 2 discusses radiation 

induced defects, solute segregation, and phase transformations in Generation IV reactor 

materials. Section 3 focuses on the techniques used for characterization of defects in irradiated 

materials and the advances made in the past 10 years. The discussion on mesoscale modeling of 

radiation damage is provided in Section 4.  
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Fig. 1. Operation temperature window and irradiation dose range for Gen IV reactors [1]. VTHR 

stands for Very High Temperature Reactor; SCWR for Super Critical Water Reactor; GFR for 

Gas-cooled Fast Reactor; LFR for Lead-alloy cooled Fast Reactor; SFR for Sodium-cooled Fast 

Reactor; MSR for Molten Salt Reactor.   

 

2. Radiation damage process 

A thorough understanding of the mechanisms controlling material degradation upon 

irradiation is required to evaluate the viability of Generation IV reactor systems. A number of 

processes occur during irradiation and Fig. 2 provides a unified picture of how irradiation 

interacts with and alters the structure and properties of the materials, and how different processes 

are interconnected. The detailed description of these processes is provided below.  
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Fig. 2. Schematic representation of the connection between different processes occurring during 

irradiation of materials.  

 

High-energy particles, such as electrons, ions, or neutrons with energies larger than 

several tens of eV, can induce displacement of atoms from their normal lattice positions. The 

first atom displaced by a high-energy particle (the so-called primary knock-on atoms, PKA) 

transfers energy to its surrounding atoms, and often displaces some of them, which, in turn, may 

result in a “displacement cascade.” The extent of the displacement damage is conventionally 

expressed in terms of the displacements per atom (dpa), which is the calculated average number 

of times that each atom has been displaced from the lattice position during the irradiation. Doses 
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in the order of 100-200 dpa can be accumulated over the lifetimes of some structural components 

in various high-flux reactors [1, 3]. 

The displacement process produces two types of crystalline point defects, vacant 

crystalline positions (vacancies) and displaced atoms in interstitial crystalline positions 

(interstitials). Vacancy and interstitial clusters are also created directly from displacement 

cascades. Molecular Dynamics (MD) simulations show that the fraction of point defects 

surviving after the displacement cascade completely cools down is eventually only 20%-40% of 

that predicted by the Norgett Robinson and Torrens (NRT) model [4] that predicts displacements 

solely on distributing energy to knock-ons without considering recombination during the cascade 

process [5]. The presence of excess vacancies and interstitials is the origin of the irradiation 

effects on materials properties [6]. At reactor operating temperatures, both defect types in metals 

are mobile and most are eliminated by a one-to-one recombination (annihilation) and have no or 

little effect on materials properties. Those that do not recombine can form agglomerations of 

various types and geometries (e.g. dislocation loops and voids), affecting materials properties. 

Interstitials and vacancies also likely migrate to sinks, including surfaces, grain boundaries, 

precipitate/matrix interfaces, dislocations and cavities, where they are absorbed. If vacancies and 

interstitials are accepted equally at the sinks, they also annihilate. If either the vacancies or 

interstitials are accepted preferentially at sinks, the damage accumulates and materials properties 

are affected from the resulting microstructural features.  

 

2.1. Irradiation induced point and line defects in steels 

Interstitial clusters can evolve into dislocation loops and vacancy clusters can develop 

into vacancy loops or cavities. These clusters can contribute to changes in both mechanical 
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properties and dimension. The types of defect clusters formed under radiation depend on the 

alloy crystal structure (e.g., bcc vs. fcc), alloy composition, and temperature, as discussed below. 

Below 0.3Tm, where Tm is the absolute melting point of the irradiated material, 

interstitials have higher mobility than vacancies so that interstitials aggregate to form prismatic 

dislocation loops before vacancies form voids. Dislocation loops with two Burgers vector 

orientations have been observed in pure iron and F-M steels: edge loops with <100> Burgers 

vectors on {200} planes and edge loops with ½<111> Burgers vectors on {111} planes [6, 7]. 

Other habit plane for ½<111> loops, {110} has also been predicted by simulation but not yet 

verified by experiments [7]. Fig. 3 shows the coexistence of these two types of loops in F-M 

steels. Most loops, if not all, are interstitial loops in F-M steels [7]. ½<111> loops are glissile 

and <100> loops can be considered sessile in ferritics based on the planar geometries of large 

loops following irradiation. 

The relative stability of ½<111> and <100> dislocation loops in pure Fe and bcc Fe-Cr 

alloys was determined as a function of temperature under Fe
+
 self ion irradiation [8]. Figure 4 

shows the fraction of two types of dislocation loops as a function of irradiation temperature. For 

pure iron, the microstructure was dominated by ½<111> interstitial loops at temperatures Tirr ≤ 

300
o
C, although small <100> loops were still present even at room temperature. At temperatures 

Tirr ≥ 400
o
C, <100> loops became more dominant than ½<111> loops. At temperatures Tirr ≥ 

450
o
C, small, mobile ½<111> loops were subsumed by sessile <100> loops and large ½<111> 

loops were not observed. At 500
o
C, <100> loops developed into large networks, and no visible 

½<111> loop formed [8].  
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Fig. 3. Transmission electron microscopy (TEM) acquired diffraction pattern (a) under [100] 

axis, and corresponding bright-field images using (b)    ̅, (c)     , and (d)      diffraction 

vectors near the zone axis of reduced activation ferritic/martensitic (RAFM) steels irradiated 

with neutrons up to 3.9 dpa at 400
o
C [7].  
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Fig. 4. Fraction of interstitials contained in loops of the two types as a function of temperature in 

pure Fe [8]. 

 

The fractions of the two loop types are probably determined by their temperature-

dependent relative stabilities [9] and increased mobility of ½<111> loops at higher temperatures. 

For example, the theoretical calculations by Dudarev et al. [9] showed that the reduction of shear 

stiffness constant c'=(c11-c12)/2 with increasing temperature has a profound effect on the relative 

stability of ½<111> and <100> loops. In agreement with experimental observation (Fig. 4), their 

calculations showed that the hexagonal ½<111> prismatic pure-edge loops are most stable at low 

temperature <350
o
C while <100> pure-edge loops are more stable at higher temperatures. The 

irradiation in reactors is more complicated than ion irradiation and the proportion of two loop 

types in Fe in neutron irradiation is not always in agreement with that observed in ion irradiation. 

Predominant <100> loops in the microstructure of Fe under neutron irradiation around 300
o
C 

have been reported by different researchers [10-13].  

Composition can affect the types of loops formed under radiation.  In Fe-Cr alloys, the 
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damage structures as a function of temperature are basically similar to those in pure Fe under Fe
+
 

self-ion irradiation, but the loop size in Fe-Cr alloys is much smaller than that in pure Fe [14]. 

Moreover, the proportions of two loop types in Fe-Cr alloys are also affected by the alloy 

composition [15]. The fraction of ½<111> loops increases with Cr content after neutron 

irradiation at 400-450
o
C to 15 dpa [16-17]. <100> dislocation loops were predominant in the 

microstructure in Fe-Cr alloys with Cr content less than 6% and a mixed <100> and ½<111> 

loops formed in Fe-Cr alloys with higher Cr content under neutron irradiation at 400
o
C [15]. In 

addition, the presence of Cr in a Fe-Cr binary alloy can remarkably decrease the size of the 

interstitial loops after neutron irradiation [11, 18]. The ratio and size of ½<111> and <100> 

dislocations and/or dislocation loops have some effects (although moderate) on radiation 

hardening because higher mobility of ½<111> dislocation loops could result in their almost 

complete disappearance via annihilation at the surface. In Fe-Cr alloys, the suppression of 

mobility of interstitial defects by Cr atoms results in a higher recombination rate and leads to 

delays in the formation of visible defects [10-11]. Similar effects on loop size and type may also 

come from other constituent elements, such as Ni as well as interstitial atoms such as C and N 

[19]. 

In austenitic steels (fcc structure), the primary type of irradiation induced dislocation 

loops are faulted interstitial Frank loops, lying on the {111} planes with a Burgers vector of 

1/3<111>. Frank loops result from the clustering of self-interstitial atoms (SIAs) and they are 

sessile. Figure 5 shows an example of Frank loops in neutron irradiated 316SS [20]. Frank loops 

grow with dose and temperature during irradiation, and may unfault and form a dislocation 

network at high temperatures. Detailed dislocation evolution information such as size and 

density as a function of dose and temperature in austenitic steels can be found in review papers 
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[21-22].  

 

 

 

Fig. 5. Dark field micrographs of the Frank loops using their rel-rod near a g=113 two beam 

condition in neutron-irradiated 316SS are shown inclined in (a) and on edge in (b). [20]. 

 

2.2. Volume defects in steels 

Another defect configuration that can form in irradiated fcc metals or alloys (e.g. 

austenitic steels) is the stacking fault tetrahedron (SFT). A SFT is a three-dimensional stacking 

fault configuration in the shape of a tetrahedron. SFTs are identified by their triangular images in 

weak-beam or two-beam conditions when observed from <110> direction. An example is shown 

in Fig. 6. SFTs can form in austenitic steels irradiated under a cascade regime (ion and neutron 

irradiation) as well as under Frenkel pair regime (electron irradiation). Two formation 

mechanisms have been proposed based on experimental observation and MD simulations: i) 

SFTs form directly in the displacement cascade; ii) SFTs stem from the condensation of 

vacancies in the supersaturated lattice [23]. The interactions between mobile dislocations and 

SFTs cause changes in the mechanical properties, such as strengthening, hardening and plastic 

instability during deformation.  
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Fig. 6. Weak beam dark-field graph showing the microstructure in 304 stainless steels irradiated 

at 3.4 dpa. The triangle-shape clusters are stacking fault tetrahedra [24].  

 

The elastic interactions between interstitials and dislocations are stronger than those 

between vacancies and dislocations – the so-called “dislocation bias”. A biased attraction 

between interstitials and dislocations or dislocation loops leads to a preferential flux of 

interstitials toward dislocations [25]. As a result, excess vacancies become supersaturated, and 

cavity nucleation and growth takes place when the irradiation temperature is above 0.3Tm. This 

agglomeration of vacancies into voids or bubbles is associated with a net volume increase known 

as void swelling.  Figure 7 shows the cavities in neutron-irradiated Fe and Fe-12Cr alloy. 

Clearly, the density of the cavities in the Fe-12Cr alloy is lower and the sizes are also much 

smaller than those in the pure iron, suggesting that Fe-Cr alloys have a better swelling resistance 

than pure iron.  Two types of cavities can form: bubbles and voids. Bubbles contain gas atoms 

while voids do not contain gas atoms. For most engineering applications in nuclear systems, void 

swelling is the most important contributor to dimensional instability [5].  
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Fig. 7. Microstructures of pure iron and Fe-12Cr alloy after neutron irradiation at 400
o
C to ~6 

dpa [26]. 

 

It is well known that bcc steels (ferritic and F-M steels) develop much less swelling than 

fcc steels (austenitic steels) during irradiation. The typical dose dependence of swelling for F-M 

steels and austenitic steels is shown in Fig. 8. The lower swelling of bcc steels is primarily due to 

much longer transient regimes (incubation period) prior to the onset of steady-state swelling. The 

steady-state swelling rate in F-M steels and austenitic steels are roughly 0.2%/dpa and 1%/dpa, 

respectively [26]. The swelling in F-M alloys depends on the Cr concentration and in general it 

peaks at intermediate Cr level (6 – 9%) [17, 27], although some work showed that a 5% Cr level 

gave the lowest swelling [28]. The carbon addition also showed a significant effect on the 

swelling behavior in Fe-12Cr at high temperatures [27].  
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Fig. 8. Dose dependence of swelling for F-M steels and austenitic steels.  

 

 The nucleation of cavities dictates the transient regimes for radiation swelling and the 

growth of cavities leads to the steady-state swelling (terminal swelling). The duration of the 

transient regimes depends on temperature, dose rate, and initial characteristics like dislocation 

density and solute concentrations. The subsequent steady state swelling is largely independent of 

temperature and dose rate, instead being determined by the intrinsic material properties [29]. 

The swelling response can be altered by varying the structure of the steel or by adding a 

number of defect sinks that compete with voids for available point defects. The excellent 

swelling resistance of F-M steels with respect to austenitic steels can be ascribed to their bcc 

crystal structure and complicated defect-sink interactions. Several explanations summarized by 

Klueh and Harries [6] are: (i) solute trapping caused by weak interactions between Cr and 

vacancies, (ii) the character of dislocation loop structure, (iii) a lower dislocation bias for 

interstitials in bcc alloys than in fcc alloys, and (iv) the extensive subgrain and lath boundaries in 

tempered martensite microstructure. However, none of the proposed mechanisms can completely 

explain the low-swelling observations. In addition, a high density of second phase precipitates, 
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e.g. Y-Ti-O nano-precipitates in oxide dispersion strengthened (ODS) steels produces numerous 

precipitate/matrix interfaces, which act as sinks, have very high point defect capture efficiency 

and can absorb a number of point defects of either kind. Thus, these precipitates containing 

materials show good resistance to swelling [30]. Like precipitate/matrix interfaces, grain 

boundaries are also important sinks that inhibit void nucleation and swelling in steels. The 

average void swelling rate of coarse-grained 304SS is ~0.18%/dpa, while that for ultrafine 

grained counterpart (grain size of ~100 nm) is only ~0.03%/dpa [31].  

 

2.3. Radiation-induced segregation in steels 

During irradiation in alloys, radiation-produced point defects diffuse in coupling with the 

solute diffusion. When a given alloying component has a preferential association with the defect 

flux that flows towards sinks such as grain boundaries, segregation of the alloy element at the 

sinks occurs [32]. Based on the relative interaction of each element with the defect flux, 

enrichment or depletion of each element occurs [32]. This segregation is termed radiation-

induced segregation (RIS). RIS typically occurs at intermediate temperatures (30% - 50% of 

melting temperature) for alloys. At low temperatures, diffusion is not significant for segregation 

to occur. At high temperatures, the large concentration of thermal defects leads to rapid back-

diffusion and elimination of radiation-produced segregation [33].  

Radiation-induced depletion of Cr at grain boundaries in austenitic steels is a potential 

contributor to intergranular irradiation-assisted stress corrosion cracking (IASCC) of stainless 

steel reactor vessel internal components, which poses a serious threat to the integrity of core 

components [32, 34]. A damage of 1–10 dpa is the dose range over which IASCC is first evident, 

although studies have not provided a definitive connection between grain boundary composition 
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and IASCC susceptibility [32, 35]. In F–M alloys, enrichment of Cr by RIS and the subsequent 

formation of α’ or a variety of intermetallic phases may embrittle the alloy, and significant 

depletion of Cr may dramatically alter the corrosion resistance of grain boundaries [33]. 

Irradiation-induced intergranular segregation of impurity atoms, like P and Si, occurs in several 

high Cr ferritic steels (9–12 wt%) [36]. Such impurity segregation plays an important role in 

irradiation-induced embrittlement; the Charpy impact test ductile-to-brittle transition temperature 

(DBTT) will increase due to the embrittlement [37, 38]. 

RIS in austenitic steels has been well studied. For example, in irradiated 304 stainless 

steel, the Cr that is added for corrosion resistance can be depleted at grain boundaries, while 

elements such as Ni and Si are enriched [32]. This can change the composition of grain 

boundaries and change their corrosion response.  Figure 9 shows a typical RIS profile for Cr, Ni 

and minor elements at the grain boundary of a neutron irradiated stainless steel [33, 22]. At 290-

310 °C, the depletion of Cr and enrichment of Ni and Si get larger as a function of irradiation 

dose; Cr decreases from bulk levels (20-24 wt.%) to ~12-16 wt.% after ~5-10 dpa, and Si 

enriches to as high as 10% by 10 dpa [32, 22, 39].   
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Fig. 9. Radiation-induced segregation of Cr, Ni, Si and P at a grain boundary in a 300 series 

stainless steel irradiated to several dpa at 300 
o
C [33, 22]. 
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Fig. 10. Amount of Cr RIS from proton irradiation experiments as a function of dose for a range 

of F-M alloys and temperatures [40]. 

 

        Two mechanisms have been proposed for RIS in Fe–Cr–Ni austenitic alloys [33, 41, 42]. 

One is the preferential exchange of an alloying element with the vacancy flux resulting in a net 

solute flux toward or away from the boundary (the vacancy mechanism portion of the inverse 

Kirkendall effect) [42]. The second mechanism is the preferential association of undersized 

atoms (such as Ni) with the interstitial flux (interstitial binding). In the interstitial binding model, 

both interstitial binding and preferential association of solutes with the vacancy flux contribute to 

the segregation [33].  

In a comprehensive study of RIS mechanisms, seven Fe-Cr-Ni alloys were irradiated with 

3.2 MeV protons at temperatures from 200 
o
C to 600 

o
C and to doses from 0.1 to 3 dpa [43]. 
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Grain boundary compositions were measured and compared to model predictions. Predictions 

that assumed segregation was driven by preferential interaction of solute atoms with the vacancy 

flux alone were generally consistent with the segregation measurements, whereas the inclusion 

of interstitial binding to the inverse Kirkendall (IK) model caused poor agreement with the 

experimental results [43]. The primary driving mechanism for segregation in Fe–Cr–Ni alloys 

was shown to be consistent with the coupling between alloying elements and the vacancy flux. In 

addition, the IK model was improved by the inclusion of composition dependent migration 

energies that include the effect of short-range order [44]. The modified IK model produced 

results in good agreement with measurements for both Cr and Ni at the grain boundary, for a 

range of alloys with different irradiation temperatures and doses.  

Although observations of RIS in Fe–Cr–Ni alloys are adequately explained by a vacancy 

exchange mechanism, it was proposed that RIS during electron irradiation at high dose rates and 

low temperatures can only be explained by the binding of Ni atoms to interstitials with a binding 

energy of 0.75 eV [45, 46]. In addition, ab initio based modeling has demonstrated that the 

observed Cr RIS in fcc steels may be a balance between two large RIS tendencies, one for 

depletion (driven by vacancy flux) and the other one for enrichment (driven by interstitial flux) 

[47].  

While the RIS over a wide range of austenitic alloys is consistent, the RIS behavior in F-

M alloys is much less consistent. Of the 15 measurements of RIS in irradiated F-M alloys 

reviewed in [48], eight showed grain boundary Cr enrichment and seven exhibited depletion; the 

irradiation conditions varied significantly among the data and there were no data points taken 

under the same irradiation conditions. Three alloys, T91, HT9 and HCM12A, were irradiated 

from 3 to 10 dpa at both 400 
o
C and 500 

o
C with 2.0 MeV protons and a dose rate of 
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approximately 1.3 × 10
-5

 dpa/s [33, 49]. The results are summarized in Fig. 10 [40]. Results 

indicated that irradiation at 400 
o
C results in grain boundary enrichment of Cr in T91 by 3 dpa, 

after which the Cr concentration profiles flatten and broaden; for HCM12A, there is no 

measurable Cr segregation at 3 dpa, but Cr depletion occurs at 7 dpa; for HT9, there is a small Cr 

enrichment at 3 dpa, and depletion at 7 and 10 dpa [33, 49]. At 500 
o
C, irradiation of T91 results 

in Cr enrichment at all doses, and irradiation of HCM12A leads to significant Cr depletion at 7 

dpa [33]. Hence, RIS in F-M alloys depends on the alloy composition and irradiation 

temperature, with grain boundary Cr enrichment in the alloy with lower Cr (T91) and at 400 
o
C, 

and depletion in higher Cr alloys (HT9 and HCM12A) and at higher irradiation temperature [33]. 

The temperature- and composition-dependent RIS behavior in F-M alloys has been modeled with 

rate theory modeling recently, as discussed in the modeling section of this chapter.  

 

2.4. Irradiation induced precipitation 

In addition to RIS, radiation can cause precipitation of second phases in alloys. Typically 

there are two types of precipitation mechanisms: (i) radiation-enhanced mechanism in which the 

precipitation is thermodynamically favorable and the high concentration of point defects under 

irradiation allows supersaturated solutes to achieve equilibrium through precipitation at 

significant faster rates than under thermal conditions; and (ii) radiation-induced mechanism in 

which the coupling between migrating point defects and solute atoms can induce a non-

equilibrium state and modify the composition range of the expected phases [50]. Therefore, in 

the former precipitation can occur under thermal aging without irradiation while in the latter the 

precipitation only occurs under irradiation. The precipitates can become obstacles for dislocation 

motion and result in radiation-induced hardening and embrittlement. The precipitates can also 
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initiate radiation-induced strain processes in stainless steels, which, when saturated in magnitude, 

can be a significant portion of the total net strain at low dpa levels and can complicate the 

analysis of void swelling and irradiation creep. The new radiation-stabilized precipitates can 

affect the microstructure at higher doses and cause development of high density of 

crystallographically faceted voids, and thus result in swelling of the material.  

For example, the formation of non-equilibrium gamma, gamma prime, and G phase have 

all been observed in 316 stainless steels [32]. Both RIS and RIP are observed in the 250–300 °C 

range in 300 series austenitic stainless steels. Due to enrichment of nickel and silicon at defect 

sinks, the G-phase silicides are present after modest irradiation fluences [48]. In addition, many 

other types of phases have been observed in irradiated stainless steels, including carbides, Laves 

and gamma [32]. The extent of precipitation and type of precipitate are extremely sensitive to the 

exact temperature, dose and dose rate, but are also dependent on the specific damage 

microstructure.  

In F/M steels, irradiation can induce formation of M6C (η), α’, χ, G phase, Cr2X, σ, Cr3P 

or MP phases. η, α’, χ, Cr2X, σ, Cr3P and MP are all Cr-rich phases [33, 48]. The formation of 

precipitates depends on the composition and irradiation temperature. For example, η was 

observed in 9–12Cr steels that contain >0.3 wt.% Ni irradiated at 380 
o
C or above [48]. 

Bachhav et al. [50] reported studies of solute distributions in a series of model Fe–Cr 

alloys containing 3–18 at.% Cr neutron irradiated at 563 K to 1.82 dpa. α’ precipitation was 

revealed for irradiated alloys containing ≥9 at.% Cr (Fig. 11 (b)), whereas α’ precipitates were 

not observed in unirradiated alloys (uniform distribution of Cr) (Fig. 11 (a)) [50]. Both the Cr 

concentration dependence of α’ precipitation and the measured matrix compositions in the 

irradiated alloys are in agreement with recently published Fe–Cr phase diagrams [51]. The phase 
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boundary between the α phase (Cr in Fe solid solution) and the two-phase region α + α’, where 

α’ is the Cr-rich phase, is close to 9 at.% at ~290 
o
C (the Cr solubility limit is ~9 at.% at this 

temperature). Therefore, the formation of α’ precipitates (Cr concentration ~85-87 at.%) in the 

irradiated Fe–Cr alloys may be the result of a radiation-enhanced mechanism rather than a 

radiation-induced one.  The finely dispersed α’ precipitates were observed in grain interiors and 

did not appear to be associated with radiation-induced defects such as dislocation loops, which is 

consistent with a radiation-accelerated diffusion mechanism. The precipitate number density is 

on the order of 10
22 

/m
3 

in
 
9Cr alloy, 10

23 
/m

3
 in 12Cr alloy, and 10

24 
/m

3
 in 15Cr and 18Cr alloys 

[50]. The average precipitate diameter is on the order of 1-2 nm in all these alloys. It was evident 

that the number density of precipitates significantly increases with increasing Cr concentration 

whereas the average precipitate size decreases. This phenomenon is ascribed to the increasing 

driving force for α’ nucleation with the increasing Cr concentration in the alloy.  

Much larger α’ precipitates (10–15 nm in size) were identified in 12Cr and 18Cr alloys 

irradiated to 24.5 dpa at 400 
o
C, which is consistent with a lower nucleation rate and possibly 

coarsening at higher temperatures [18]. Nanometer-scale α’ precipitates were present in Fe–Cr 

alloys (9-12% Cr) neutron-irradiated at 300 
o
C up to 0.6 dpa [52]. Transmission electron 

microscopy (TEM) examination of irradiated Fe–9Cr at 370 and 403 
o
C did not observe α’ 

precipitates, suggesting that at these higher temperatures the Cr concentration is within the 

solubility limit [53]. The α’ precipitates in the matrix contributes to hardening and embrittlement 

[54].  

Homogeneously distributed Si–P–Ni–Cr enriched precipitates are also observed in the 

matrix in the Fe–15Cr and Fe–18Cr alloys neutron irradiated at 290 
o
C to 1.82 dpa (Fig. 12(c)) 

[50]. In the irradiated Fe–15Cr alloy, the average composition of the Si–P–Ni–Cr enriched 
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precipitates is ~25.0 at.% Cr, ~2.8 at.% Si, ~1.2 at.% P, ~4.7 at.% Ni [55]. The mean radius and 

number density of these precipitates was estimated to be ~2.0 nm and ~5.4×10
22

 /m
3
, 

respectively [55]. The number density of the Si–P–Ni–Cr enriched precipitates is almost two 

orders of magnitude lower than that of the α’ precipitates. Because a significant thermodynamic 

driving force for precipitation of the cited impurities is absent due to the extremely low 

concentrations of Si, Ni and P in the alloy, it is likely that a radiation-induced mechanism is 

operative in this case. Radiation-induced Si–P–Ni–Cr enriched precipitates with comparable 

number densities and concentrations were reported in lower Cr ferritic steels [52]. 

 

 

Fig. 11. Atom probe tomography 3D reconstructions of Fe-15 at.% Cr alloy from regions away 

from grain boundaries in the (a) as-received condition and (b) (c) neutron irradiated condition. Cr 

atoms are homogeneously distributed in (a). In (b), the Cr-enriched clusters (α’ precipitates) are 

revealed by iso-concentration surfaces at 34 at.% Cr. In (c), circled are clusters enriched in P, Si 

and Ni [54].  
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2.5. Radiation-induced amorphization  

SiC is a potential candidate material for Generation IV reactors in addition to the ferritic 

and austenitic steels described previously. It is considered promising because of its high radiation 

resistance, excellent mechanical properties, low neutron-induced activation, low decay heat, 

chemical inertness at high temperatures, and availability in various forms including high fracture 

toughness composites.  

Irradiation-induced amorphization has been widely reported in SiC. Most of the SiC 

amorphization studies have used low-energy ion-beams, with a few using high-energy electrons. 

It was observed that at low temperatures there is a temperature-independent amorphization dose, 

whereas above a certain temperature the damage level required to amorphize SiC increases 

rapidly [56]. In addition, there is a critical temperature above which amorphization appears 

impossible. This critical temperature has been reported to range between 20°C and 70°C for 

electrons, 150°C for Si ions and ~220°C for Xe ions, all with similar damage rates of ~1×10
-3

 

dpa/s [57-59]. Snead et al. studied neutron irradiation of high purity chemically vapor deposited 

(CVD) cubic SiC at ~60°C to a total fast neutron fluence of 2.6×10
25

 n/m
2
 [56]. Amorphization 

occurred in the material as evidenced by TEM, electron diffraction and X-ray diffraction data. 

After amorphization, the density was reduced by ~10.8%. The hardness obtained from 

nanoindentation was 65% of the unirradiated value, and the elastic moduli was 58% [56]. 

Vickers hardness of the amorphized SiC was ~76% of that of the unirradiated material. An 

increase in the indentation fracture toughness from 2.5 to 3.2 MPa/m
1/2 

was observed upon SiC 

amorphization. Using measured values of thermal conductivity for irradiated crystalline SiC and 

the amorphized SiC, the critical temperature for amorphization of SiC at 2.6 dpa and 2.6×10
25

 

n/m
2
, above which amorphization is not possible, is estimated to be ~125°C [56]. 
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There are two irradiation-induced amorphization mechanisms for ceramics: homogeneous 

amorphization and heterogeneous amorphization. Homogeneous amorphization involves a 

collapse of the whole lattice at crystalline-to-amorphous (c-a) transition point due to defect 

accumulation, whereas heterogeneous amorphization occurs by nucleation and growth of 

amorphous zones progressively during irradiation [60]. Both homogeneous [61] and 

heterogeneous amorphizations [62, 63] have been proposed to be the dominant mechanism 

during irradiation-induced amorphization in SiC. Different irradiation particles may also induce 

different amorphization mechanisms. In addition, the key defects that drive amorphization in SiC 

have been investigated. There has been disagreement regarding whether Frenkel pairs or antisites 

are more important [64-66]. Jin et al. studied irradiation-induced amorphization in SiC by 1MeV 

neutrons using molecular dynamics simulations [60]. The c-a transition occurred at 0.27 dpa by a 

structure relaxation of the whole lattice. Fast neutrons produced many displacement spikes with 

unsaturated coordinated atoms. The two-coordinated Si atoms are crucial in defect accumulation 

and subsequent amorphization. Two types of defects are present, including displaced-atom-

induced (D-type) defects and vacancy-induced (V-type) defects. The D-type defects tend to form 

clusters and promote the formation of C Frenkel pairs after 0.13 dpa. The V-type defects enhance 

the driving force of c-a transition and finally trigger amorphization at high concentration.  

 

3. Advances in characterization of defects in irradiated materials 

In recent years, advances in technology have increased utilization of existing techniques 

and new techniques have been developed to help characterize irradiation defects. Dramatic 

advances in characterization capabilities have been made in the past years, which enable 

microstructural and chemical 3D characterization of specimens at atomic scale with high 
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quantitative precision and high data collection rates. The techniques that are being implemented 

in the nuclear materials field include but are not limited to in situ and ex situ TEM, focused ion 

beam/scanning electron microscopy (FIB/SEM), atom probe tomography (APT), micro x-ray 

diffraction (XRD), positron annihilation spectroscopy (PAS), synchrotron techniques, and small-

angle neutron scattering (SANS). These experimental techniques, which are able to detect 

irradiation-induced microstructural changes at micro- and nano-scale, play a critical role in 

validation of models. These models are needed to provide validated microstructure-property 

relationships that enable predictions of long-term materials behavior. However, due to the 

complexity of the problem and strength and weaknesses of the individual techniques, one has to 

use a combination of two or more techniques to obtain a more complete picture.  

Transmission electron microscopy has been widely used for structural characterization of 

the irradiated microstructures and is one of the primary techniques used for characterization of 

nano-sized defects in structural materials. These microscopes have been used for decades to 

characterize dislocations (size, density, type), voids, bubbles, and precipitates in materials, as 

well as grain sizes on the nano scale and misorientation of grain boundaries. In addition to 

imaging, semi-quantitative chemical compositions can be obtained using characteristic x-rays 

due to electron beam excitation. Electron diffraction provides structural information such as 

phases and ordering of the structure (amorphous versus crystalline). Improvements over the 

decades in TEM probe size, collection efficiency, and probe currents have greatly improved 

capability of TEM in characterization of materials. Figure 12 shows high-resolution TEM 

micrographs of irradiated SiC that were used to calculate irradiation-induced volume swelling 

[67]. 
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Fig. 12. High resolution micrographs of SiC irradiated to a) 10 dpa and b) 20 dpa [67]. 

 

Though not necessarily new advancements in TEM technology, new techniques have 

been implemented on irradiated materials in the TEM. These techniques include precession 

electron diffraction (PED) using the ASTAR system, low-Z chemical quantification using 

electron energy loss spectroscopy (EELS), and high resolution imaging of defects on the atomic 

scale using aberration corrected microscopes. The Topspin ASTAR™ system is an accessory to 

the TEM that provides automatic crystallographic indexing and orientation/phase mapping in 

TEM at nanometer scale. For irradiated materials, grain orientation and size are important for 

understanding defect microstructure. Grain boundaries can act as sinks for certain defects, which 

can reduce or accumulate irradiation defects. Grain boundary misorientation can affect defect 

concentrations as well. The electron energy loss spectroscopy is complementary to energy 

dispersive x-ray spectroscopy (EDS). In both techniques, semi-quantitative chemical 

compositions can be obtained. Another technique that is in the beginning stages of 

implementation in nuclear materials field is electron tomography (ET). 
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Electron tomography in the transmission and scanning transmission electron microscope 

(TEM/STEM) has the advantage of simultaneously detecting a variety of signals, thus providing 

Z-contrast and bright field images, quantitative EELS and EDS point and line data, and EDS 

spectrum and energy filtered TEM (EFTEM) images. EDS and EFTEM can provide detailed 

initial information on chemical segregation at interfaces, composition of precipitates, 

crystallographic space groups, and lattice parameter information. It is sensitive to changes in 

chemistry but the extent of sensitivity depends on spatial resolution and magnification.  

This limitation can be eliminated by combining these techniques with the atom probe 

tomography (APT) technique using a local-electrode atom probe (LEAP) instrument that 

provides detailed compositional information. Atom probe tomography is a destructive technique 

that uses controlled field evaporation of atoms from the needle shaped specimen surface. Upon 

application of a high electrical field, breakage of surface-atom bonds and field evaporation lead 

to removal of atoms from the specimen; the evaporated atoms are ionized, and the ions are 

accelerated toward and finally hit a position-sensitive detector, which records position of each 

individual ion and determines their chemical identity using time-of-flight mass spectrometry. 

APT provides information on elemental composition of the specimen, 3D visualization of 

distribution of atoms, morphology and size of phases, composition of phases, and solute 

distribution across interfaces, at grain boundaries and along dislocations. Figure 13 shows a 

stable nanocluster population in oxide dispersion-strengthened steel irradiated to 100 dpa at 600 

°C [68]. The two described techniques (ET, APT) are complementary because of the differences 

in analyzed volume, and the ease in evaluation of data quality and post-examination data 

processing. ET is capable of characterizing entire specimen and providing information on 

structure and morphology of the material and initial chemical information, while APT 
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characterizes smaller specimen volume and provides detailed 3D chemical information at atomic 

level. In the last few years, application fields of ET and APT have rapidly diversified and both 

techniques have been implemented in the field of nuclear materials science.  

 

 

Fig. 13. Atom probe data set for ODS 14YWT ferritic steel irradiated to 100 dpa at 600 °C. The 

data set shows Ti, TiO, Y, YO, and C maps from the same sample separately, and “clusters”, 

where all cluster components are shown together excluding the matrix. Grain boundaries are 

visible in two places in the sample, decorated by carbon and clusters [68].  

 

Small-angle neutron scattering technique can characterize the size distribution of small 

defect-solute clusters formed in a variety of alloys during irradiation. The lower detection limit 

of the clusters is about 0.5 nm in radius. In this technique, scattering cross-section in a saturated 

magnetic field is applied to the sample while separating the nuclear and magnetic contributions 
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from the anisotropy induced by the magnetic field [69]. The scattering cross-section of a control 

sample (unirradiated counterpart material) is subtracted during calculation of the size 

distribution, which is performed by solving an inverse problem. Similar information may be 

obtained using APT and SANS analyses, since both methods provide information on size, 

volume fraction, and composition of clusters.  

Positron annihilation spectroscopy (PAS) is an excellent technique for investigating 

vacancy-clusters and vacancy-solute complexes behavior during irradiation since positrons are 

very sensitive to these types of defects. These defects are important for the formation of the 

features responsible for hardening. In this technique, positrons are applied as a probe and 

positrons are trapped by defects with electron densities different from the bulk materials. These 

defects can be vacancies, vacancy clusters, interfaces, second phase particles, dislocations, etc. 

[69]. Positrons annihilate with a different probability in the defects as compared to the bulk 

material because of the difference in positron affinity to different atomic species [69]. The 

advantage of the technique lies in its non-destructiveness, self-seeking nature, and ability to find 

small defects (>0.1 nm) even in low concentrations (>1ppm) [69]. PAS can provide information 

to complete the observations made in TEM. These two techniques are considered to be fully 

complementary in characterization of irradiation defects. Figure 14 shows the complementary 

nature of the APT, SAND, TEM, and PAS techniques.  
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Fig. 14. Number density of radiation-induced damage as a function of dose obtained using 

SANS, APT, TEM, and PAS in ferritic alloys and a reactor pressure vessel (RPV) steel [69].  

 

4. Mesoscale modeling of radiation damage 

Complementary to experiments, computer modeling plays a critical role in understanding 

and predicting the materials degradation under irradiation. Radiation-induced microstructural 

evolution is an inherent multiscale process ranging from atomistic to macroscopic level. The 

length scale spans about 10 orders of magnitude ranging from angstrom-level point defects to 

meter-level reactor components. The time scale spans about 22 orders of magnitude ranging from 

picosecond-scale cascade damage to decade-level component aging [70]. To model this complex 
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process, a multiscale approach with information passing between different scales is required, as 

shown in Fig. 15 [71, 72]. At the atomistic level, ab initio density functional theory and 

molecular dynamics are two widely used methods for studying radiation damage. Atomistic 

modeling can provide defect formation energies, defect binding energies, defect migration 

barriers and mobilities, cascade damage efficiency, interaction mechanisms between small 

defects and extended defects. The defect energetics, kinetics, and controlling mechanisms 

obtained from atomistic modeling can be used as inputs for modeling the microstructural 

evolution at the mesoscale. The mesoscale methods include kinetic Monte Carlo, phase field, 

kinetic rate theory and its extension cluster dynamics. These methods have been widely used to 

study void and dislocation loop growth [73, 74], void swelling [74], radiation-induced/enhanced 

precipitation [70, 75, 76], radiation-induced segregation [44], radiation-induced formation of 

patterned microstructures [77], etc.  
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Figure. 15. Schematic illustration of science-based multiscale modeling of radiation effects in 

materials and associated experimental techniques [70]. 

 

The radiation-induced microstructural evolution modifies many physical properties of 

materials. Among them, the change of mechanical properties is of particular importance to 

structural materials. For instance, voids, loops, and precipitates are obstacles for dislocation 

motion. In turn, the yield strength increases (radiation hardening) and the strain to failure 

decreases (radiation embrittlement). The relation between microstructures and mechanical 

properties can be predicted by dislocation dynamics [78] or some dispersed barrier models such 

as Orowan strengthening model [79]. The predicted irradiation hardening and embrittlement 

based on microstructures can then be an input for finite element based continuum modeling to 

predict the mechanical properties at the component level. At all scales, different types of 

experimental validation should be used to calibrate or validate the modeling prediction. Different 

from the conventional empirical fitting that has limited predictive power, this multiscale 

modeling strategy is a science-based approach to correlate the physical properties with 

microstructures so that the modeling results may be extrapolated to the conditions out of the 

experimental validation range.  For example, in many accelerated irradiation-testing experiments 

the dose rate is much higher than that in reality. The science-based multiscale modeling has the 

potential to extrapolate the results from high dose rate to low dose rate. In this multiscale 

approach, the mesoscale modeling of the kinetic evolution of microstructures is of particular 

importance because it serves as a bridge to connect the atomistic mechanisms with continuum 

results and experimentally accessible properties. Here we briefly review a few mesoscale 
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modeling methods and their recent advancements in modeling radiation-induced microstructural 

evolution in structural materials.  

 

4.1. Cluster dynamics modeling of void and dislocation loop growth 

The formation of voids and dislocation loops under irradiation results from the 

accumulation of point defects (vacancies and interstitials) and their small clusters. These small 

defects are directly created in collision cascades and they have various fates during their kinetic 

evolution. They may be lost to sinks such as dislocations, grain boundaries, and free surfaces, be 

annihilated when they meet defects of opposite type, and grow to voids or dislocation loops 

when they join defects of like type. Cluster dynamics (CD), which is based on the mean-field 

kinetic rate theory (RT), is widely used to model these processes. In CD, defects and 

microstructural features are assumed to be homogenously distributed in materials so that they are 

represented by the average densities without a spatial correlation. The defect-defect reaction and 

defect-microstructure interaction are determined by isotropic rate constants and sink strength. In 

the classical RT method, typically only Frenkel pairs (interstitials and vacancies) are produced 

(which represents 1 MeV electron irradiation), only the average sizes of voids and loops are 

modeled, and the densities of voids and loops are pre-assumed at fixed values (no nucleation). 

CD does not have these limitations so that it can model defect clusters directly produced from 

dense cascades under neutron or heavy-ion irradiation, nucleation of voids and loops, and their 

size distributions during growth. As seen in Fig. 16 (a), the densities and size distributions of 

defect clusters under radiation can be obtained from CD [80]. In addition, CD also can model 

void swelling by calculating the number of vacancies accumulated in vacancy clusters or voids 

[73]. One advantage of CD is that it can reach high irradiation doses with low computational cost 
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due to its mean-field approximation. This ability is important for modeling the radiation effects 

in Gen IV structural materials because typically they may receive a few hundred dpa during their 

lifetime, as shown in Fig. 1. CD also can handle the fast diffusion of interstitials and slow 

diffusion of vacancies simultaneously. Moreover, the defect densities in CD are essentially 

unlimited. This is distinct from many spatially resolved methods in which the minimum defect 

density is one defect per domain volume [73].  

 

 

Fig. 16. Cluster dynamics modeling of radiation damage in materials. (a) A typical interstitial 

cluster size distribution obtained from cluster dynamics modeling [80]. (b) Comparison of the 

saturated interstitial cluster density at different temperatures in Fe-12Cr alloys and NF616 steels 

between cluster dynamics modeling and experiments [81].  

 

In general CD does not have a spatial resolution so that defects and sinks are assumed to 

distribute homogenously in space. In neutron irradiation of bulk samples, the damage is 

homogenous (although the formation of local compositions through transmutation of atoms is 

not) so that the non-spatially resolved CD is suitable for modeling the damage evolution. 
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However, in in situ heavy-ion irradiation of TEM samples, the irradiation dose is a function of 

the depth from sample surface. In addition, the large surface sink effects from the thin TEM foil 

must be taken into account. Considering these factors, Xu et al. [82] used a 1-D spatially 

resolved CD model to model the damage evolution in molybdenum under 1MeV Kr irradiation 

in an Intermediate Voltage Electron Microscope (IVEM). Using a subset of the defect cluster 

evolution kinetics in experiments, they parameterized the interstitial cluster mobilities in their 

CD model. After the model had been calibrated, it successfully predicted the areal density of 

TEM-visible interstitial clusters at different fluence rates, fluences, and foil thickness at 80 C.  

Recently, a spatially-resolved model has also been applied to study the 1MeV Kr 

irradiation in Fe-Cr F-M alloys and the commercial NF616 steels [81]. The in situ irradiation 

experiments showed that the interstitial cluster density saturates at around 10 dpa and the 

saturation is insensitive to temperature when the temperature is below 300 °C [83, 84]. In 

addition, interstitial clusters were found to hop for a few tens of nanometers and then remain 

immobile for some time when the irradiation beam is on. However, the clusters are immobile 

when the beam is off. It is likely that impurities trapped in the clusters make the clusters 

immobile, while the irradiation may de-trap the impurities so that the clusters become mobile 

until they are trapped by impurities again [85].  

Kohnert et al. [81] showed that using a conventional CD model in which defect and 

cluster diffusion are thermally activated, the interstitial cluster density increases with the inverse 

of temperature and the temperature-insensitive behavior below 300 °C observed in experiments 

cannot be captured. However, if a non-thermal diffusion term is added to the cluster diffusivity 

to account for the beam-assisted athermal hops of clusters, the experimental observed trend can 

be well captured in CD models, as seen in Figure 16 (b).  
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Although CD is a powerful tool for modeling microstructural evolution under irradiation, 

it has some inherent limitations. As mentioned earlier, CD typically assumes that sink strength 

and rate constants are isotropic. As a result, the morphologies of defect clusters are limited to 

ideal geometries such as spheres and disks. In addition, the spatial correlation between clusters 

cannot be automatically captured in CD without assumptions. Such limitations can be solved in 

some spatially resolved methods such as kinetic Monte Carlo and phase field, as discussed in the 

next two subsections.  

 

4.2. Kinetic Monte Carlo modeling of phase precipitation in alloys 

Radiation can cause the precipitation of new phases in alloys. As discussed earlier, the 

precipitation can be either a radiation-enhanced precipitation in which the radiation-enhanced 

diffusion accelerates the precipitation kinetics, or a radiation-induced precipitation in which 

radiation can cause the precipitation of new phases in unsaturated alloys. The Kinetic Monte 

Carlo (KMC) method [70] has been widely used to model the precipitation process. KMC is a 

stochastic method and accepts transition events based on the probability distributions of known 

events. The probability (or rate) for a given defect/solute-jumping event is based on its activation 

energy. The KMC with atomic lattice resolution is called atomic KMC (AKMC) or lattice KMC 

(LKMC). KMC can capture the 3-D spatial correlation of defects. For example, the cascade 

debris from molecular dynamics simulations can be directly input to AKMC for further aging 

[70]. One advantage of KMC is that it can take into account the local environment dependence of 

solute migration barriers. The environment-dependent migration barrier can be estimated in a 

simple approach from saddle energy, initial energy, and final energy [70]. These energies may be 

calculated from ab initio density functional theory or empirical potential calculations. The ability 
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of modeling environment-dependent defect/solute diffusivities is important for studying the 

precipitation in concentrated alloys, which are usually true for Gen IV structural materials. Since 

the computational cost of AKMC is high, rigid lattice model is often used to reach long 

timescale. Typically, KMC uses vacancy exchange to model solute precipitation and the 

contribution from interstitials is usually ignored.  

 

Fig. 17. Comparison between (a) KMC modeling and (b) 3D atom probe experiments of Cr-rich 

precipitation in Fe-20%Cr at 500 °C  [86]. 

 

KMC has been widely used to study the radiation-enhanced Cu precipitation in Fe-Cu 

dilute alloys. Copper has very low solubility in -Fe and the precipitation of Cu-rich clusters 

may affect the mechanical integrity of reactor pressure vessel steels during the life extension of 

current reactors. The topic of KMC modeling of Cu precipitation in Fe has been reviewed 

comprehensively by Vincent et al. [75] and Becquart et al. [70]. However, the KMC modeling of 

the radiation-enhanced precipitation of Cr-rich ’ phase in Fe-Cr concentrated alloys is very 

limited. Recently, researchers have used AKMC to model ’ phase precipitation during thermal 

aging (no irradiation) in high-Cr Fe-Cr alloys [86, 87]. Modeling the precipitation of ’ phase 
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precipitation of Fe-Cr systems is challenging because the sign of the heat of mixing changes at 

9% -12% Cr range due to the magnetic effects [86]. In Martinez’s work [86], solute diffusion is 

mediated by vacancy exchange in a rigid lattice with pair interaction. The pair interaction was 

parameterized with ab initio calculation results that include the magnetic effects. In addition, the 

local environment and temperature effects on migration barriers are also taken into account in the 

diffusion model. The authors demonstrated that their ab initio + KMC modeling has very good 

agreement with experiments, as seen in Fig. 17. The average size and density of precipitates also 

agree well with those in experiments (not shown). The ab initio based parameterization for KMC 

modeling also gives better results than that based on empirical potential [87] because the latter 

cannot take the magnetic effects into account.  

 

4.3. Phase field modeling of patterned structure formation under irradiation 

In addition to KMC, phase field (PF) method [88, 89] is another spatially resolved 

mesocale modeling method for studying the microstructural evolution. PF uses a set of field 

variables to describe the microstructures. The field variables can be either conserved (e.g., the 

alloy nominal composition) or non-conserved (e.g., order parameter). The kinetic evolution of 

conserved variables is described by the Cahn-Hilliard equation [90] and that of the non-

conserved variables is describe by the Allen-Cahn equation [91]. The evolution of these field 

variables drives the system to the thermodynamic equilibrium. The interfaces in PF are assumed 

to be diffuse, i.e., the corresponding field variable changes smoothly from 0 to 1. PF also can 

take anisotropic material properties such as interfacial energy, elasticity and diffusivity into 

account conveniently. In conventional PF modeling the time and length scales have reduced units 

so that the modeling results are qualitative rather than quantitative. As discussed in Bellon’s 
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recent review paper [89], the phenomenological coefficients in conventional PF modeling can be 

correlated with realistic interface energy and interface width so that real time and length scales 

can be used. Recently, the phase field modeling software, MARMOT [92], has been developed 

by Idaho National Laboratory aiming at using quantitative PF to model the microstructural 

evolution and physical property change in nuclear materials. MARMOT is based on the MOOSE 

framework [93] and uses finite element method to solve coupled phase field equations. 

MARMOT has both mesh and time adaptivity, can model 1D to 3D problems, and is highly 

parallel. In addition, MARMOT can easily couple PF with solid mechanics and heat conduction 

to study the coevolution of microstructures and material physical properties [94-96].  

Hu et al. [77] used PF method to study the effects of 1-D interstitial diffusion on void 

superlattice formation under irradiation in a 2D domain. Under high-dose irradiation, void 

superlattices have been observed in many metals and alloys [97]. To improve the efficiency of 

modeling of interstitials and vacancies concurrently, 1-D random walk model based on first 

passage theory [98] was used to model fast interstitial diffusion, and Cahn-Hilliard [90] equation 

was used to describe 3-D isotropic vacancy diffusion. As seen in Fig. 18 (a), the PF modeling 

showed that voids can align along the 1-D interstitial diffusion direction due to the shadow 

effects proposed by Woo et al. [99]. They also concluded that the void lattice formation is 

sensitive to the mobility ratio between interstitials and vacancies and the dpa rate. Recently, 

Badillo et al. [100] used a combination of quantitative PF and discrete approach to study 

radiation induced segregation and precipitation in some model alloys with zero or positive heat 

of mixing. Both interstitial and vacancy clusters are modeled, and the ballistic mixing effect is 

also included in the model. They showed that their PF model can predict heterogeneous 
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segregation of solute to defect clusters and homogenous precipitation in an unsaturated A8B92 

model alloys at high irradiation dose, as seen in Fig. 18 (b).  

 

 

 

Fig. 18. (a) Phase field modeling of void lattice formation due to 1-D interstitial diffusion [77]. 

(b) Phase field modeling of radiation-induced homogenous precipitation in an unsaturated A8B92 

model alloy at 40 dpa [100].  

 

4.4. Rate theory modeling of irradiation induced segregation in alloys 

As discussed in Section 2.3, radiation can induce segregation of alloy elements at defect 

sinks such as grain boundaries [101]. Typically, RIS is a result of inverse Kirkendall (IK) effects 

in which the evolution of defect concentration field drives the evolution of alloy composition 

field. 1-D rate theory modeling [44, 101] is widely used to describe the coupled evolution 

between defect flux and composition flux. These rate theory models considered both vacancy-

mediated and interstitial-mediated solute transport, as well as point defect recombination and 

defect loss to dislocations. At steady state, the solute segregation direction depends on the 

relative diffusivity of different species-defect coupled diffusion. In austenitic Fe-Cr-Ni alloys, 
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the vacancy-mediated solute diffusion alone is sufficient in describing the RIS trend and the 

interstitial-mediated solute diffusion is usually assumed to have a neutral contribution to RIS 

[44]. However, in Fe-Cr F/M alloys, both interstitial- and vacancy-mediated diffusion should be 

considered [102].  

Unlike the consistent RIS trend in austenitic steels, the Cr segregation in Fe-Cr F-M 

alloys can be either enriched or depleted [102]. Recently, Wharry et al. [103] showed that the Cr 

segregation in Fe-Cr alloys depends on both Cr composition and temperature. The interstitial 

diffusion depends on Cr concentration and this composition-dependent interstitial diffusivity 

must be included in the RIS models. The interstitial and vacancy diffusivities have a crossover at 

about 600 C (Fig. 19 (a)) so that the RIS direction depends on temperature. Taken these effects 

into account in RIS modeling, the model can correctly predict the RIS trend in Fe-Cr alloys (Fig. 

19 (b)).  

 

 

Fig. 19. (a) Arrhenius plots of interstitial and vacancy diffusivities for Fe-Cr alloys. Note the 

interstitial diffusivity is composition-dependent: solid blue line is for Fe-12%Cr, dashed blued 
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line is for Fe-9%Cr [103].  (b) Comparison of RIS model prediction and experimental results at 

different temperatures.  Note that the negative segregation of Cr at 700 °C can be captured by the 

model [103].  

 

5. Summary 

 Irradiation effects and microstructural changes in Generation IV reactor materials have 

been discussed in this chapter. The role of irradiation induced point, line, and volume defects in 

performance of steels has been discussed and radiation-induced segregation and precipitation 

mechanisms delineated. New characterization techniques recently deployed in nuclear materials 

field have been introduced and advantages and limitations of each technique have been provided.  

Several mesoscale modeling methods were briefly discussed (CD, KMC, PF, RT) for 

modeling the microstructural evolution (loop and void growth, precipitation, formation of 

patterned structures, RIS) in structural materials during irradiation. Note that these methods can 

be complementary to each other. For example, CD can model precipitation [76], KMC also can 

model RIS [70], and PF can model precipitation and RIS as well [100]. Each method has 

advantages and disadvantages. Although these methods have been successfully applied to model 

many radiation effects in materials, they also have many limitations. For example, the modeling 

usually uses model materials and the complexities in realistic alloys (such as impurity trapping 

effects) have not been well modeled yet. The growth of intrinsic defect clusters, precipitation and 

RIS are typically modeled separately and their coupling effects have not been well addressed. In 

the future, these issues should be addressed in order to develop truly predictive models for 

modeling radiation effects in Generation IV structural materials.  
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